
Regulating Generative AI
Paul Ohm

Silicon Flatirons Center
Global Fractures in Technology Policy

February 4, 2024



Framing

● Focused on Foundation Models, not one-off models
● Two related discourse problems:

○ The moving target
○ The awkward family reunion

● Not focused on:
○ Copyright Harms
○ Competition
○ First Amendment



Friction-in-Design

● William McGeveran, The Law of Friction, 2013 U. Chi. Legal F. 15 (2013).
● Paul Ohm & Jonathan Frankle, Desirable Inefficiency, 70 Fla. L. Rev. 777 

(2018).
● Brett Frischmann & Evan Selinger, Reengineering Humanity (2018).
● Ellen P. Goodman, Digital Fidelity and Friction, 21 Nev. L. J. 623 (2021). 
● Brett M. Frischmann & Susan Benesch, Friction-In-Design Regulation as 

21St Century Time, Place and Manner Restriction, 25 Yale J.L. & Tech. ___ 
(forthcoming 2023).

● Paul Ohm, Ayelet Gordon-Tapiero & Ashwin Ramaswami, Fact or Friction: 
Mandating Friction to Fight False News, 57 UC Davis L Rev ____ 
(forthcoming 2023).

● Paul Ohm & Brett M. Frischmann, Governance Seams, 37 Harv. J.L. & Tech 
(forthcoming 2023).
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Observation #1: 
Foundation models will 
produce massive 
benefits and 
extraordinary harms





Regulatory Principles #1

● Will increasingly become the central focus of regulatory 
attention:
○ Fine-tuned versions of Foundation models replacing 

one-off models.
○ Foundation models as increasingly important 

platforms (see competition panel)



Observation #2: We can 
never know for certain 
what risks remain in a 
foundation model





Regulatory Principles #2

● The number of risks we find and root out will increase as 
the number of people looking for the risks increases.
○ Self-regulatory incentives alone will never be enough.
○ Red-teaming, government auditors, academic 

researcher access, (beefed-up) regulatory sandboxes
○ See earlier debate about open source as both help 

and harm



Observation #3: Most 
“fixes” for specific 
harms will be 
probabilistic and 
imperfect





Regulatory Principles #3

● Ex ante regulation and prelicensing obligations are not 
likely to strike the right balance

● A continuous cycle of test-detect-fix-repeat
○ A CPSC-like model with product recalls



Observation #4: Most 
problems will be better* 
fixed after pretraining



In-context learning

Single set of outputs

Adapted from: 
https://www.borealisai.com/research-blogs/a-high-level-overview-of-large-language-models/



Regulatory Principles #4

● The limits of “garbage in-garbage out”
● The problem with open release of models (see earlier 

debate)



Thank you!

ohm@law.georgetown.edu



Extra Slides
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Colossal Clean Crawled Corpus (C4)

https://arxiv.org/pdf/1910.10683.pdf


